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HFTA-010.0: Physical Layer Performance: Testing theBit Error Ratio (BER)

This technical article first appeared in Lightwave Magazine, September, ‘I{aining those BER
testing mysteries.”

The ultimate function of the physical layer in any digital communicatiomsy# to transport bits of data
through a medium (such as copper cable, optical fiber, or free spacé)kdg apd accurately as
possible. Hence, two basic measures of physical layer performarteetodtze speed at which the data
can be transported (the data rate) and the integrity of the datalveyeartive at the destination. The
primary measure of data integrity is called the bit error ratio FiR.B

This article reviews the BER requirements common to telecommianiGnd data communication
protocols, provides an overview of the equipment used to test BER performad@amines the trade-
off of test time versus BER confidence level.

1. BER Specifications

The BER of a digital communication system can be defined as the estimateuiljtyabat any bit
transmitted through the system will be received in error, e.g., a tittedone” will be received as a
zero and vice versa. In practical tests, the BER is measured by tranggenfinite number of bits through
the system and counting the number of bit errors received. The ratio of themirbits received
erroneously to the total number of bits transmitted is the BER. Theygofiiie BER estimation
increases as the total number of transmitted bits increases. In the lithé,rasmber of transmitted bits
approaches infinity, the BER becomes a perfect estimate of the rou@mrabability.

In some texts, BER is referred to as the bit enaiter instead of the bit erromtio. Most bit errors in real
systems are the result of random noise, and therefore occur at ram@as opposed to an evenly
distributed rate. Also, BER is an estimate formed by taking a ratioarkep bits transmitted. For these
reasons, it is more accurate to use the word ratio in place of rate.

Depending on the particular sequence of bits (i.e., the data pattern)iti@hshnough a system, different
numbers of bit errors may occur. Patterns that contain long strings otatwseédentical digits (CIDs),
for example, may contain significant low-frequency spectral componentsittatt be outside the pass-
band of the system, causing deterministic jitter and other distordhe signal. These pattern-
dependent effects can increase or decrease the probability thatr@iitill occur. This means that when
the BER is tested using dissimilar data patterns, it is possible tiffgeent results. A detailed analysis
of pattern-dependent effects is beyond the scope of this article, buiffiggest to note the importance

of associating a specific data pattern with BER specifications anes$estist

Most digital communication protocols require BER performance at otveodevels.

Telecommunications protocols, such as SONET, generally require a BiR efror in 1Y bits (i.e.,

BER = 1/10° = 10") using long pseudo-random bit patterns. In contrast, data communications protocols
like Fiber Channel and Ethernet commonly specify a BER of better thi&nsifg shorter bit patterns. In
some cases, system specifications require a BER8fatGower.

It is important to note that BER is essentially a statisticataye and is therefore only valid for a
sufficiently large number of bits. It is possible, for example, to have more tleagriam within a group
of, say 16° bits, and still meet a 0 BER specification when the total number of transmitted bits is
much greater that 10 This could happen if there is less than 1 error fi hifs for subsequent portions
of the bit stream. Alternately, it is possible to have zero errotsnnatgroup of 18 bits and still violate
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a 10" standard if there are more errors in subsequent portions of thesaitsIn light of these
examples, it is clear that a system that specifies a BER Heited 0 must be tested by transmitting
significantly more than #bits in order to get an accurate and repeatable measurement. A aadural
common question is “How many bits do | need to transmit through the system incopteve BER
compliance?” The answer to this question is the subject of section 3.

2. Equipment and Procedur es

The conventional method for BER testing utilizes a pattern generator andagetector (Figure 1).
The pattern generator transmits the test pattern into the system whd€héeerror detector either
independently generates the same test pattern or receives it front¢ne ganerator. The pattern
generator also supplies a synchronizing clock signal to the erratatefEhe error detector performs a
bit-for-bit comparison between the data received from the system underdeéblealata received from
the pattern generator. Any differences between the two sets of data arel esupiteerrors.

Pattern Generator

CLOCK DATA

System Under
Bit Pattern Test
IN ouT

Bit Pattern
Plus Errors

Error Detector }

Figure 1. Test equipment set-up for BER test

As noted in the previous section, digital communication standards tymspaityfy the data pattern to be
used for BER testing. A test pattern is usually chosen that emulatypehaf data that is expected to
occur during normal operation, or, in some cases, a pattern may be chosen thiatiiarpastressful to
the system for “worst-case” testing. Patterns intended to emulate raladarare called pseudo-random
bit sequences (PRBSs) and are based on standardized generatidmadg®RBS patterns are classified
by the length of the pattern and are generally referred to by such nan2éd ’agpattern length = 127
bits) or “Z*-1” (pattern length = 8,388,607). Other patterns emulate coded/scrambled sta¢asful

data sequences and are given names like “K28.5” (used by Fibre Channekanetktbtc.

Commercially available pattern generators include standard builttermpsas well as the capability to
create custom patterns.

In order to accurately compare the bits received from the pattern genierdutebits received from the
system under test, the error detector must be synchronized to both bissarehinmust compensate for
the time delay through the system under test. A clock signal from thenpgdteerator provides
synchronization for the bits received from the pattern generator. fdradetector adds a variable time
delay to the pattern generator clock to allow synchronization with bits frersystem under test. As part
of the pre-test system calibration, the variable time delay is adjtsminimize bit errors.
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3. How Many Bits?

In a well designed system, BER performance is limited by random noise amdfonritter. The result
is that bit errors occur at random (unpredictable) times that can bledoutogether or spread apart.
Consequently, the number of errors that will occur over the lifetime afydtem is a random variable
that cannot be predicted exactly. The true answer to the question of how mamystite transmitted
through the system for a perfect BER test is therefore unbounded (essentiiut).

Since practical BER testing requires finite test times, we ntggfpé less than perfect estimation. As
previously noted, the quality of the BER estimation increases as the totalrmafrtia@smitted bits
increases. The problem is how to quantify the increased quality of thetessimrthat we can determine
how many transmitted bits are sufficient for the desired estimalayqu his can be done using the
concept of statistical confidence levels. In statistical $etire BER confidence level can be defined as
the probability, based da detected errors out &f transmitted bits, that the “true” BER would be less
than a specified ratidr. (For purposes of this definition, true BER means the BER that would be
measured if the number of transmitted bits was infinite.) Mathertigfitas can be expressed as

CL = PROB BER: <R] givenE andN Q)

whereCL represents the BER confidence level, PROB]J ] indicates “probaltifity’tandBER; is the true
BER. Since confidence level is, by definition, a probability, the range sflppesalues is 0 to 100%.
Once the BER confidence level has been computed, we may say that v lmareent confidence that
the true BER is less thdah Another interpretation is that, if we were to repeatedly tranbisame
number of bitsN, through the system and count the number of detected dtfr@ach time we repeated
the test, we would expect the resulting BER estinizid, to be less thaR for CL percent of the repeated
tests.

As interesting as equation 1 is, what we really want to know is how to tuouiichso that we can
calculate how many bits need to be transmitted in order to calculat&kedhfidence level. To do this
we make use of statistical methods involving the binomial distributinctibn and Poisson theorem.
Details of the calculations and derivations are beyond the scope aiftitiis, but they can be found in
reference [1]. The resulting equation is

1 E (N xBER*
N —ﬁ{—ln(l—CL) +|n(;TH (2)

whereE represents the total number of errors detected and In[ ] is the nagaiaihm. When there are
no errors detected (i.€,= 0) the second term in equation 2 is equal to zero and the solution to the
equation is greatly simplified. Whehis not zero, equation 2 can still be solved empirically (using a
computer spreadsheet, for example).

As an example of how to use equation 2, let us assume that we want to determinanydvits must be
transmitted error free through a system for a 95% confidence levéhéhaue BER is less than10In

this examplee = 0, so the second term (the summation) is zero, and we only have to be concéérned wi
CL and BER. The resultis N = 1/BBR-In(1-0.95)]~ 3/BER = 3x 10'°. This result illustrates a simple
“rule of thumb,” which is that the transmission of three times the re@podthe specified BER without
an error gives a 95% confidence level that the system meets the Bé&fikapen. Similar calculations
show thaiN = 2.3/BER for 90% confidence or 4.6/BER for 99% confidence if no errodeteeted.
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Figure 2 illustrates the relationship between the number of bits thabmtrstnsmitted (normalized to the
BER) versus confidence level for zero, one, and two bit errors. Resutisnfiononly used confidence
levels of 90%, 95%, and 99% are tabulated in Table 1. To use the graph efZEigalect the desired
confidence level and draw a vertical line up from that point on the horizotigauntil it intersects the
curve for the number of errors detected during the test. From that atienggoint, draw a horizontal line
to the left until it intersects the vertical axis to determinentirenalized number of bits that must be
transmittedN x BER. Divide this number by the specified BER to get the number of bits tisit®a
transmitted for desired confidence level.
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Figure 2. Transmitted bits (normalized to the BER) versus confideneleféed, 1, and 2 bit errors

TABLE 1: NBER for confidence levels of 90%, 95%, and 99%

N x BER
Errors CL =90% CL =95% CL =99%
0 2.30 3.00 4.61
1 3.89 4.74 6.64
2 5.32 6.30 8.40
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4. Reducing Test Time

Tests that require a high confidence level and/or low BER mayatékeg time, especially for low data
rate systems. Consider a 99% confidence level test for a BER‘06@ 622Mbps system. From Table
1, the required number of bits is 45610 for zero errors. At 622Mbps, the test time would bex416"
bits/622x 10 bits/sec = 7,411 sec, which is slightly more than two hours. Two housésadly too long
for a practical test, but what can be done to reduce the test time?

One common method of shortening test time involves intentional reductionsftizd-to-noise (SNR)
of the system by a known quantity during testing. This results in more bs andra quicker
measurement of the resulting degraded BER (see reference [2]). hiowetle relationship between
SNR and BER, then the degraded BER results can be extrapolated to dbenBHE®R of interest.
Implementation of this method is based on the assumption that thermalig@@pnesse at the input to
the receiver is the dominant cause of bit errors in the system.

The relationship between the SNR and BER can be derived using Gausistosséatd is documented
in many communications text books [3]. While there is no known closed-formasotatthe SNR-BER
relationship, results can be obtained through numerical integration. One @mtveathod to compute
this relationship is to use the Microsoft EX¢estandard normal distribution function, NORMSDIST[ ].
Using this function, the relationship between SNR and BER can be computed as:

BER = 1- NORMSDIST(SNR/2) 3)

Figure 3 is a graphical representation of this relationship.

1.0E+00
10E-01 |

1.0E-02 \\

1.0E-03 N
N

1.0E-04 N

1.0E-05

1.0E-06 \\

1.0E-07

1.0E-08 \
1.0E-09
1.0E-10 \
1.0E-11 \
1.0E-12 \
1.0E-13 \
1.0E-14 ‘ ‘ ‘ ‘
0O 2 4 6 8 10 12 14 16

Signal to Noise Ratio (SNR)

Bit Error Ratio (BER)

Figure 3. The relationship between BER and SNR
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To illustrate this method of accelerated testing, we refer to thepeat the beginning of the section. In
that example a 99% confidence level test for a BER of @0 a 622Mbps system would take over two
hours. From Figure 3 we see that a BER 6F1®rresponds to an SNR of approximately 14. In the
communication system under test, we can interrupt the signal channekbdtwe transmitter and the
receiver and insert an attenuator. Since the signal is attequatetb its input to the receiver, then,
based on the assumption that the dominant noise source is at theriepeityeve will attenuate the
signal but not the noise. Therefore the SNR will be reduced by the saoonataas the signal. (Note,
however, that it is important to ensure that the signal is not ateshbatow the noise level of the
channel.) For this example, we reduce the SNR from 14 to 12 by using a 14.3% (0.6tuRitian.
From figure 3 we note that reducing the SNR to 12 corresponds to changing ttie BEERFor a 99%
BER confidence level at a BER of 4,0ve need to transmit 4.6410° bits (a factor of a 1,000 less that
the original test) for a test time of 7.41 seconds. So, if we test for 7.41 sedtnds errors using the
attenuator, then, by extrapolation, we determine that when the attenuatioovedethe BER should be
10" Sounds great, right?

As in all things, reducing the test time through SNR reduction and extrapadmies not come without a
price. The price is reduced confidence level after the extrapolatidrthe reduction in confidence level
becomes more significant as the extrapolation distance becomesTargeualize this effect, consider a
test where SNR attenuation results in a reduction in BER by a factor of 100SNEhattenuated test is
done to a 99% confidence level with zero errors, then we would expect thatngpleatiest 100 times
would result in 99 tests with zero errors and one test with a single eowr.ifNve concatenate all of the
received bits from the 100 repeated tests, we would have 100 times as muity laite error.
Extrapolation of results from the 100 repeated tests to the originatedaoned BER level gives one error
in 1/BER bits or N\x BER = 1.0. Using equation 2, we see that the corresponding confidence level is onl
63%, low enough that it is off the chart of figure 2 and nowhere near the 99%ermeilevel we began
with.

In light of the example above, the SNR should be attenuated as little asetissitihieve a practical test
time. It must be realized that extrapolation will reduce the confideneé Also, measurements and
calculations must be performed with extra precision since errors iogddlue to rounding,
measurement tolerances, etc. will be multiplied when the resultzteapaated.

5. Conclusion

The bit error ratio of a digital communication system is an importamtefigf merit used to quantify the
integrity of data transmitted through the system. Testing for & fimitgth of time yields an estimate of
the probability that a bit will be received in error. The quality of thenes¢ improves as the test time
increases and this quality can be quantified using statistical confidsetenethods. Ideas for reducing
the test time have been published, but they should be used with great@atbesjrcan significantly
decrease the confidence level.
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